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Abstract:

Deep learning-based semantic segmentation has demonstrated exceptional capabilities in au-
tomatic detection and segmentation of tumors, anomalies, or organs-at-risk. While new
approaches are largely derived from the Computer Vision (CV) domain, the medical imaging
field presents unique challenges compared to general CV. Medical imaging datasets, partic-
ularly those from CT and MRI scans, often consist of large 3D volumes. Processing these
volumes in their entirety can be computationally prohibitive due to memory constraints. To
address this, patch-based methods are employed in state-of-the-art segmentation models like
nnUNet [1] and SwinUNETR [2]. These models divide the large 3D volumes into smaller,
more manageable subvolumes or patches. During training, patches are extracted from the
original 3D volume, typically chosen based on the input size the network can handle without
encountering memory issues. The size of these patches is crucial; they must be large enough
to provide sufficient context for the network to learn meaningful features, yet small enough
to fit within computational limits. The network must also learn to understand the relative
position of the patches within the body, inferring their location in the broader anatomical
structure. To optimize this process, the network often utilizes the largest patch size that
hardware can support, maximizing the global context available in each patch. Structures
of interest, such as tumors, are often located in specific body regions. To further enhance
efficiency, a region-of-interest (ROI) cropping step can be applied before patch extraction,
using location information of the target structure to focus the patch extraction process on
relevant areas.

Another approach to integrating location information is by providing the network with
additional location input. In patch-based segmentation, the 3D location from which the
patch is created can be used as input, either as image coordinates [3] or physical scanner
coordinates [4]. An even more sophisticated alternative is to use a body-part regression
tool [5], as seen in BLE-U-Net [6]. This tool regresses a score for each slice, as a form of
a ”relative human body coordinate system”, offering high-level anatomical context beyond
simple image coordinates.

The goal of the thesis is to test different forms of location information input and methods
to integrate them into the CNNs and Transformers in a variety of 3D patch-based segmen-
tation tasks (Medical Segmentation Decathlon [7]). This methods may include: coordinate
images as additional channels, CoordConv layers, attention mechanism on information con-
text or positional embeddings.

Requirements:

• Prior experience and good understanding in machine learning and computer vision

• Good programming skills in Python and PyTorch

• Interest in medical imaging



Affiliation:

Prof. Dr. Julia Schnabel
Informatik 32 - Lehrstuhl für Computational Imaging and AI in Medicine

Supervision: Stefan Fischer

Application:

Please send a mail, involving a CV, a current transcript of records and a brief statement on
why you are interested in the project, to stefan.mi.fischer@tum.de.
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