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Abstract: Self-Supervised Learning (SSL) overcomes the limitations of most learning
methods, which require high-quality labelled data. Contrastive learning is a popular
technique of SSL, where a model learns to distinguish between similar and dissimilar
examples by bringing similar data points closer and dissimilar ones farther apart in the
feature space [3, 4]. A key element of contrastive learning is defining the positive and
negative pairs, as the model learns by comparing these pairs to adjust its representation.
Proper pair selection is crucial for the effectiveness of the learned embeddings.

This project aims to compare different strategies for defining pairs in contrastive
learning for medical applications. The first part of the project will involve identifying
and comparing state-of-the-art strategies on medical tasks [1, 2]. The second part will
focus on evaluating and proposing new strategies.

Requirements:

• Prior experience and good understanding in machine learning and statistics.

• Very good programming skills in Python (and PyTorch).

• Interest in medical imaging.
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Marta Hasny (marta.hasny@helmholtz-munich.de)
Dr. Maxime Di Folco (maxime.difolco@helmholtz-munich.de)
Prof. Julia Schnabel (julia.schnabel@tum.de)
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